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Abstract— Facial expressionanalogy provides computer ani-
mation professionalswith a tool to map expressionsof an arbi-
trary sourcefaceonto an arbitrary targetface.In the recentpast,
several algorithms have beenpresentedin the literatur e that aim
at putting the expressionanalogy paradigm into practice. Some
of thesemethodsexclusively handle expressionmapping between
3D face models, while others enable the transfer of expressions
betweenimagesof facesonly. None of them, however, represents
a more general framework that can be applied to either of
thesetwo facerepresentations.n this paper, we describea novel
generic method for analogy-basedfacial animation that employs
the same efcient framework to transfer facial expressions
between arbitrary 3D face models, as well as betweenimages
of performer's faces. We propose a novel geometry encoding
for triangle meshes,vertex-tent-coordinates, that enablesus to
formulate expressiontransfer in the 2D and the 3D caseas a
solution to a simple systemof linear equations.Our experiments
show that our method outperforms many previous analogy-based
animation approachesin terms of achieved animation quality,
computation time and generality.

Index Terms—Facial animation, Facial image synthesis, Ex-
pressionanalogy.

EDICS (Primary): 1-FACE
EDICS (Secondary): 3-VRAR

|. INTRODUCTION

HE creation of realistic animatedfacesis still one of

the mostchallengingtasksfor visual effect professionals.
Marny elementsin a human face contritute to the realistic
appearancef a facial expression.The shapeof the mouth,
the look of the eyebravs, aswell asthe gazearejust the most
importantcluesthat an obsener perceves.Thesevisual clues
have also beenusedfor recognizingfacial expression [1].
However, also more subtle details, such as wrinkles and the
tone of the skin under different illumination conditions,are
important componentsof the overall picture of a face.lIt is
thusno wonderthat, if in a computeranimatedfaceonly one
of theseelementsis not corvincingly simulated,the illusion
of looking at a real humanwill immediatelybe compromised.

M. Songis with Microsoft Visual Perception Laboratory, Zhejiang Uni-
versity, No. 38 ZhedaRoad, HangZhou,P.R.China.Tel:+86-137-5088-8255
Fax:+86-571-8795-194 Email:brooksong@ieeerg

Z. Dong*, C. Theobaltand H.-P. Seidelare with MPI Informatik, AG4,
Stuhlsatzenhausgy®5 66123Saarbiiden, Germany Tel: +49-681-9325-552
Fax: +49-681-9325-49% mail: f dong theobalt,hpseidej@mpi-sbmpgde

H. Wang is with the departmentof information scienceand electonic
engineering ZhejiangUniversity, No. 38 ZhedaRoad,HangZhou,P.R.China.
Email:huigiongw@gmail.com

Z.Liu is with MicrosoftReseath, OneMicrosoftWay, RedmondyA 98052.
E-mail: zliu@micosoft.com.

In the past,it hasbeentried to meetthesehigh requirements
in visualquality by exactly modelingandanimatingthe human
3D face geometry [2]-[5]. However, it is a non-trivial and
time-consumingaskto tunethe parameter®f the underlying
deformationframework, e.g.a simulatedmusclesystem.Fur-
thermore,it is hardly possibleto transferanimationsbhetween
differentindividuals.

Image-basedpproacheg6]—[8] aim at generatingealistic
talking headsby analyzingimagesor video datashawing real
performersMany of themsuffer from quality deteriorationin
the presenceof imagenoiseor requirea databasef example
facial expressionghat is not easyto build.

Only recently novel scanningdevices have beenpresented
that enablereal-time capturingof the dynamic 3D geometry
of a performing actors face [9], [10]. However, although
such high-quality dynamic shapedata becomemore easily
accessibleit is still complex and expensve to capturefacial
expressionsequence$or mary different subjectswith sucha
device. The animatorsare still in needof efcient methods
to transfer captured expression sequencesonto models of
other individuals. While 3D acquisitionis still complicated,
photographof facial expressioncanbe capturedvery easily
There exists alreadya numberof image databaseshawing
different people performing a variety of facial expressions,
such as the FERET database [11]. For animation profes-
sionals, it would be a greatleap forward if they were able
to transferphotographedacial expressionsonto portraits of
arbitrary people. In both the 3D and the 2D expression
mappingcase,it is importantthat all the appearancealetails
of the facial expressionaretransferredrom one modelto the
other Facialexpressioranalogyprovidesanimatorswith atool
that senes this purpose.Only a few algorithmsfor analogy-
basedanimationhave beenpresentedhn the past [4], [6], [12]—
[16]. Unfortunately they can either be exclusively appliedto
3D facemodelsor only allow for expressiontransferbetween
photographs.

In contrastwe presenta genericmethodfor analogy-based
facial animationthat on one hand can transfer expressions
from a source3D facemodelto a target 3D facemodel,and
on the other hand can map expressionsrom a sourceimage
of a faceto an arbitrary tamget image. Our method enables
the tamget faceto mimic even subtle expressiondetailsin the
sourceface,suchaswrinkles. In the 2D caseit even enables
convincing expressiormappingif thelighting situationsin the
sourceand the tarmget image differ. To achieve this purpose,
we represenboth 3D facegeometryaswell as2D imagesof



facesas 3D triangle mesheslin both the 2D andthe 3D case
motionandexpressiondetailsaremappedrom inputto output
modelsby making use of a novel local geometryencoding,
vertex tent coordinate.This representationablesus to map
facial expressionsrom input to output modelsvia solving a
simple systemof linear equations.This paperintroducesthe
following key-contritutions:
= a genericmethodfor high-quality analogy-baseeéxpres-
siontransferbetweer3D facemeshesaswell as2D face
images,
= VTC (Vertex Tent Coordinate)— a new local geometry
encodingmethodfor 3D surfacerepresentations,
2 an approachthat handlesnot only triangle meshesbut
alsoquadranglaneshes,
= a methodthat realistically transfersall details of facial
expressionsdespite differencesin lighting and facial
proportions,
= A formulationof facialexpressioranalogyasthe solution
of simplelinear equationsystemgo get high ef ciency.
Theremaindeof this paperis organizedasfollows: We review
important relatedwork in Sect.ll, and give an overvien of
our methodin Sect.lll. Sect.IV detailsthe theoreticalfun-
damentalf our local geometryencodingbaseddeformation
transferalgorithm that is the heart of our facial expression
analogy method. Sect.V presentsthe nuts and bolts of 3D
facialexpressioranalogywhile Sect.VI dealswith expression
mappingbetweenimagesof faces.We describeexperimental
resultsanda comparisorto relatedmethodsrom theliterature
in Sect.VIIl, and concludewith an outlook to future work in
Sect.VIII.

Il. RELATED WORK

In the pastdecadesan enormousamountof scienti ¢ work
hasbeenpresentedn the eld of facial animation.Sinceit
would be virtually impossibleto nameall of thesemethods,
we referthe interestedeaderto the book by Parke andWaters
[17], and constrictour review to analogy-base@pproaches.
Expressionanalogy [12], [18], [19] (also called expression
mapping,expressionretagetting)is a generictermfor a body
of methodsthat allow for the transferof a facial expression
from a sourcefaceto a target face.A target face (2D image
or 3D model with/without texture) with the sameexpression
asthe sourceis necessaryo performexpressionanalogy For
easeof acquisition,a neutraltarget faceis usually employed
in the relatedwork. In our work, we also employ a neutral
tamget faceasinput.

Many of the previously presentedexpressionretagetting
approachesre applicableto 3D face modelsonly. Pighin et
al. [13] parameterizedeachpersons expressionspaceas a
combination of some elementarybut universal expressions.
The expressionis decomposednto a setof coefcients. The
coefcients are appliedto anothermodel to obtain a similar
expression.As an extensionof Facial Action Coding System
(FACS) [20], the conceptof facial expression parameters
(FAPs) for facial expressionsynthesishasalso found its way
into the MPEG-4 standard[21], [22]. By using 68 FAPSs,
genericfacemotionarede ned to synthesizehefacialexpres-
sion, which can be applied corveniently to facial expression
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analogyPyunetal. [4] improvedtheparameterizatiomethod
by introducingradial-basis-function(RBF)-baséuterpolation.
Park [23] extendedthis further to feature-baseaxpression
cloning. Unfortunately these approachesusually use low
resolutionface model which is lower computationcomplex.
Neitherof thesemethodscan mimic subtleexpressiondetails
(wrinkles, furrows, etc.)on the targetdueto their sparsevertex
distribution. Thoughtexturesare addedto the 3D facemodel
to enhanceherealism,it's dif cult to assesshe quality of the
geometric3D deformationasthey are masled by the texture.
In fact, Park et al. employed fairly coarseface meshessuch
that they were not ableto shav the samegeometricdetail in
transferredexpressionsas we do. Noh and Neumann [14]
developeda different 3D facial analogymethod.They apply
a semi-automatidechniqueto nd correspondencéetween
the sourceand target face, which is also applied as part of
our featurepoint localizationmethod.They also developeda
new motion mappingtechniquethat adjuststhe directionsand
magnitudesof the motion vectorsby taking into accountthe
differencein local geometrybetweerthe sourceandthetarget.

Recently deformationtransferbetweentriangle meshesas
becomeanimportantresearchiopicin geometrianodelingand
high resolution3D facemodeling.Sumneret al. [15] modeled
the wrinkles by a series of triangle-basedtransformations
and map transformationsfrom input to output meshesby
applying pertriangle local deformationsand zippering the
so-createddisconnectedmesh. In contrast, we proposeto
formulate deformationtransferon a pervertex basis,which
enableus to not only dealwith triangle meshedut alsowith
guadrangleones. It has also beenpopularto use Laplacian
or differential coordinatesfor wrinkle modeling [16], [24],
[25]. The Laplaciancoordinateof a vertex is a vectorwhose
directionapproximateshe normaldirectionandwhoselength
is proportionalto the meancurvature. This implicit encoding
of local normalshasa coupleof disadwantagesFor instance,
if the one-ring neighborhoodtriangles of sourcevertex are
coplanar the direction of its Laplacian coordinatecan not
correctlyapproximatehe vertex normalandsomedeformation
details will be lost. Inspired by [15], in our representation,
we explicity model the local surface normalsin order to
presere subtleshapedetailsduring expressiormapping.Very
recently Botschet. al. [26] presenteda thoroughanalysisof
the relationshipbetweengradient-basedieformationand the
deformationtransfermethod. It shavs their equvalencefor
surface meshes.Deriving a similar correspondencéor our
method may be feasible.In the contet of facial expression
editing, thesemethodsrequire manualfeaturepoint localiza-
tion.

A secondcatgyory of mappingalgorithmsaims at trans-
ferring facial expressionsbetweenimages of people. Liu
et al. [6] proposeda new 2D data representationgcalled
the expressionratio image (ERI), that can be usedto map
one persons expressiondetailsto a different persons face.
The appearanceof wrinkles is modeledin an image-based
way by the variation of the ERI betweenpixels. Although
their results are corvincing, the authorsconcedethat large
differencesin illumination betweenthe sourceand the tamget
imagecannotfaithfully be handled,andan adaptve Gaussian



MINGLI SONGET AL.: A GENERICFRAMEWORK FOR EFFICIENT 2D AND 3D FACIAL EXPRESSIONANALOGY.

Iter needsto be applied automaticallyto reduce artifacts
causedby misregistrations. This processis very time con-
suming. The misregistrationsis usually due to the imprecise
location of the feature points in the face whethermanually
or automatically Different from this, our method can avoid
the artifactswithout the Itering. Blanzetal. [27] developed
an algorithmto exchangefacesin imagesthat can also cope
with large differencesin viewpoint andillumination between
inputandoutput.Unfortunately subtleexpressiordetails(such
as wrinkles and furrows) that vary betweendifferent facial
expressionscannot be fully representedSong et al. [28]
tried to tackle this problemby a vector eld decomposition
method.It is a triangle-basedolutionwhich canbe regarded
as an extension of Sumners method [15] being applied
to 2D images.However, the triangulation operationled to
longer runtimes and higher memory consumption.Different
from [28], our method treats the image as an quadrangle
meshdirectly without triangulation Manuallabelingof feature
pointsis neededn thesemethodsfor high-quality results.

Most closely relatedto our method is the approachby
Zhanget al. [7]. They proposea techniqueto synthesize
detailedfacialexpression®f atargetfacemodel(2D or 3D) by
analyzingthe motion of featurepointson a performers face.
Theiralgorithmrequiressxampleexpression®f thetargetface
model,which is not always available. And, the featurepoints
in the faceare labeledmanually

In contrastto the aforementionednethods,we presenta
genericsolutionto both 3D and 2D facial expressionanalogy
It allows for high-quality expressiontransferbetween3D face
models,and also enablesobust expressionmappingfrom the
sourceexpressionimageto a neutraltamget one even in the
presenceof lighting differences.

Our facial expressionanalogy approachhas a number of
important advantagesover related algorithms. Firstly, our
methodoutperformgelatedapproache termsof quality and
speedn boththe 2D andthe 3D case.Secondly the fact that
the facial expressionanalogyproblemin both the 2D andthe
3D domaincan be formulatedin termsof the sameef cient
framework is animportanttheoreticalinsightby itself. Thirdly,
our techniquebasedon vertex-tent coordinatesrendersour
approachvery e xible sincewe canprocesshoth triangleand
guadranglemeshesn the sameway. As an additionalbene t,
our method ts well into the standardproductionpipeline for
movies andgames.In this applicationscenariojt is novadays
state-of-the-arto capturefacial expressionsequencesvith a
structuredliight scannerf9]. Our approachenablessigni cant
cost reductionsas facial expressionsequence®nly needto
be capturedonce from a single actor and can thereafterbe
mappedonto arbitrary other actorsfrom whom only a static
scanis available. Finally, a uni ed and fast framework like
oursreducesmplementatiorcompleity, asthe sameroutines
can be employed for both the 2D andthe 3D case.

I1l. PROBLEM STATEMENT AND OVERVIEW

In a nutshell, our method enablesus to transfera facial
expressionof an arbitrary input face to an arbitrary output
face.lt is equally applicableto both 3D facemodelsand 2D
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faceimages.The input to our methodcomprisesof a source
face with a neutral expression, henceforth termed source
neutralfaceS, the samesourcefacein a desiredexpression,
henceforthtermedsourceexpressie faceS° anda targetface
in a neutralexpression henceforthtermedtamet neutralface
T. Our algorithm mapsthe expressionof S° onto the target
face, thereby creatingthe output T® In the 3D case,either
of the facescomesas a 3D triangle mesh.In the 2D case,
eachfaceis representeds a picture. To make 3D and 2D

facesaccessiblgo the sameexpressionanalogymethod,we
transformeachface picture into a 3D mesh.By meansof a
local geometryencodingtermedvertex-tent-coordinat€VTC),

expressionganbetransferrebetweersourceandtargetfaces
by solving a simple systemof linear equations.

Before an expressionis mapped,the sourceneutral face,
the sourceexpressionface, and the target neutral face need
to be alignedso thatthey have the sameorientation,location
and scale.Consequentlypervertex correspondencdsetween
sourceand target models are establishedln our method,a
stratgyy to locate feature points is proposedthat requires
only a minimum of manualinteraction.Our strat@y consists
of two substeps.In the 3D case, the rst substepis an
automatic labeling processwhich locatesfeature points by
meansof heuristicrulesoriginally proposedn [14]. In the 2D
case,the rst substepadoptsan AAM (Active Appearance
Model) [29] basedtracking method to locate the feature
points automatically Though all human faces exhibit the
sameanatomicafeaturestheir occurrencesnay greatly differ
acrosdifferentindividuals. Therefore to robustly accountfor
theseanatomicaldifferencesduring correspondencending,
we ask the userto manually adjust the feature points after
automaticinitialization in the secondsubstep.Thesefeature
points specify a set of correspondingocationsbetweenthe
source and the tamget face. The feature point set should
include the following elements(as shavn in Fig. 1 for the
3D andthe 2D case):

(1) Featurepoints on the contourof the eye brows.

(2) Featurepoints on the contourof the eyes.

(3) Featurepoints on the nose,including tip and wings.
(4) Featurepoints on the mouth.

(5) Featurepointson the jaw.

(6) Featurepointson the cheek.

(7) Featurepoints on forehead.

Oncethe correspondenceletweenthe input and the output
facehave beenestablishedpur VTC-baseddeformationtrans-
fer methodis appliedto map the sourceexpressiononto the
target. Note that apart from the manualadjustmentsubstep
mentionedabove, thewhole facial expressioranalogypipeline
is fully-automatic. The abore sequenceof processingsteps
forms the algorithmic backboneof both our 3D and 2D

expressionanalogywork ow. However, their individual im-

plementationslightly differ which we detail in the respectie

subsection®f Sect.V and Sect.VI.



Fig. 1. Featurepointson 3D facemodel (left) and 2D faceimage (right)

IV. DEFORMATION TRANSFER

We use 3D triangle or quadranglemeshesto represent
sourceand target facesin both the 3D andthe 2D case(see
alsoSect.VI-A for the speci cs of the 2D case) A novel local
vertex-centeredyeometryencodingof a 3D meshenablesisto
betterpresere subtleshapedetailswhile mappingexpressions
from sourceto target. The tamget expressionis obtainedwith
solving a simple systemof linear equations.

For the purpose of expression analogy we represent
a vertex and its one-ring neighborhoodby means of a
set of vectors, which we call the vertex-tent-coordinates.
Given a vertex vy and its one-ring neighboring vertices
fvi; ¢¢¢;v,0, shovn in Fig. 2, the rst componentof our
vertex-tent-coordinate (VTC) is matrix formed by a set
of vectors? = [wvij Vo Va2 Vo €¢C v,i vo O]
The second componentof the VTCs is dened as °® =
[0 O ¢¢ wvh41 i Vo ] wherewe have introducedan ad-
ditional vertex vy41 in the vertex normal direction (Fig. 2).
The completelocal geometryis thusencodedby * + ©.

The main advantageof our vertex-tentrepresentatiois that
it representggeometrynot on a pertriangle-basis(such as
Sumneret al. [15]) but ratherencodesgeometryin terms of
a verte, its one ring neighborhoodand an explicit vertex
normal. Our method also resemblesthe local pyramid co-
ordinatespresentedby [30] which are invariant under rigid
transformations.However, the reconstructionprocessfrom
pyramid coordinatego vertex coordinategequiresto solve a
non-linearsystemiteratively which is rathertime-consuming.
In contrast,our VTC representatiorenablesus to solve the
expressiortransferproblemby quickly solvingalinearsystem.

Consequentlylocal deformationin the neighborhoodof a
vertex can be describedby the variationsof the vertex-tent-
coordinateslf we assumehatw = 1 +° andw®= 1%+ °0%gre
theVTCs of avertex beforeandafterdeformatiorrespectiely,
and Q is the applied transformationmatrix, the following
equationholds:

Qw = wP°. (1)
which can be reformulatedas follows:
Q=wh' (ww')it. (2

We call this formulation of the deformationproblem VTC-
baseddeformationtransfer

The VTCs enableus to expressthe deformationtransfer
betweencomplete3D meshesas the mappingof transforma-
tions betweenlocal vectorsets.Therefore for eachvertex, we
have a Q for it to be appliedto the correspondingsertex on
the target. Due to the physical differencebetweenthe source
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Fig. 2. Vertex-tent-coordinate$VTCs) encodethe geometryof a vertex and
its one-ringneighborhoodBlack arrovs andred arron representhe® and®
componentof the VTCs respectiely.

face and the target one, it is inevitable to generatea lot of
artifactsin the resultif we apply Q directly. In orderto make
sure that the transformationsof verticesin eachlocal one-
ring neighborhoodcomply with each othetr we enforcethe
following consisteng constraintduring expressiontransfer:

Q{vi:Q{‘vi;i2f1;:::;Ng;j;k2p(vi) 3)
Here,p(v;) is the setof indicesof all verticesin the one-ring
aroundvertex v; andQ}; Q7;:::; QY arethetransformsof the

N verticesof thetargetmesh.VTC-basedleformatiortransfer
is now performedby minimizing the differencebetweenthe

straintsin termsof the target transformations:

kQT i Q'
subjectto
Quvi = 4

In the equationabove, k ¢kg is the Frobeniusnorm. If one
substitutesEq. (2) into Eq. (4), one obtainsa formulation of
the problemin termsof the coordinatesf the target meshin
the target expression.Solving for thesecoordinatesn a least-
squares-sengmrrespondso solving a simplesystemof linear
equationswhich we henceforthreferto asVTC deformation
equation.The solution of this linear systemcan quickly be
computedby meansof LU decompositior{31].

Speci cally, for a vertex vg on the target, the linear system
for it is describedas beI20N:

3
Vo
Vi 2_
Ag 006 =S (5)
Vn+1
where
22 3 3T
il i1 ¢¢ ;1
1 0 ¢c¢ O
A= 0 1 ¢ 0 4 wf(ww)i? (6)
¢ee  ¢Ce  ¢ec  ¢ee
0O 0 ¢¢ 1

S= [wawg (wswg )" 1T

(@)
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V. 3D FACIAL EXPRESSION ANALOGY

We now describehow to apply our genericfacial expression
analogy method, in order to map an expressionfrom a 3D
sourceface meshto a 3D tamet face mesh. The work ow
of 3D facial expressionanalogyis illustratedin Fig. 3. The
sourceneutral, the sourceexpressie and the tamget neutral
facesare given as 3D triangle meshes.The user speci es
correspondindeaturepoints on the sourceneutraland target
neutral meshes.Thereafter both models are automatically
alignedby the methoddescribedn [32] whosemainideacan
be summarizedas follows. Firstly, we computethe centroid
coordinatesof the sourceand the tamget with the aid of the
feature points. Then, we derive the relative coordinatesof
the feature points with respectto the centroids.Thirdly, the
rotation and scalevalue betweenthe sourceandthe tamget is
computedin least-squaresenseby meansof singularvalue
decomposition.The translationbetweenthe sourceand the
target canbe obtainedfrom the distanceof their centroids By
applying the computedrotation, scale and translationvalue,
the tamget faceis alignedto the sourceone.

Before we can apply our VTC-baseddeformationtransfer
approacho mapthe sourceexpressiorontothetarget,we have
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Fig. 5. A tamgetmesh(left) andits correspondingneshimage (right)

Fortunately current GPU support 32bit/16bit oating point
format texture. Thereforewe canexploit the GPU to perform
geometryinterpolationvery ef ciently . Motivatedby [33], we
transformthe tamget cylindrical meshinto a high-resolution
texture image. In this meshimage, the r, g and b color

to establishdensepervertex and pertriangle correspondences channelsstore the corresponding, y, z coordinatesof each

betweenthe input and the output mesh.To this end, relying
on the powerful GraphicsProcessingUnit (GPU), we have
developed a very efcient GPU-assistednethod. Since the
source and target geometriesdiffer in both triangle count

vertex. The meshimage can be straightforvardly generated
on the GPU by renderingthe cylindrical target meshwith
the vertex coordinatesused as vertex colors. The hardware
interpolationof the GPU leadsto a denserepresentatiorof

and topology we rst establishpervertex correspondences the surface geometryin the texture domain. A target mesh

and correct topological differencesin a postprocessingtep
automatically Our correspondencending methodcomprises
the following main steps:
(1). The alignedsourceneutraland target neutralmodelsare
projectedonto cylinders.
(2). We male use of the GPU to transformthe cylindrical
target meshinto an image,the so-calledmeshimage.
(3). Usingthe parameterizedourceneutralmodelasreference
geometrywe resamplehe geometryof the tamget meshbased
on its correspondingneshimage.
(4). Redundantverticesare deletedand the topologiesof all
input meshesare updatedaccordingly

Oncethe geometrycorrespondencedsave beenestablished,
we can employ the VTC-baseddeformationtransfermethod
to map the sourceexpressiononto the target face. Resultsof
our methodare shown in Fig. 8 and Fig. 10.

A. Correspondencéinding

1) Cylindrical Projection: After facemodelalignment,the
sourceneutralandthe targetneutralmeshesreprojectedonto
a cylinder. For avertex p = [Xo; Yo, Zo]", its cylindrical coor
dinateaftﬁrprojectionis (Uo; Vo), Whereu, = arccogXo=r),
andr = = xZ+ zZ. An original meshandits corresponding
cylindrical projectionare shawvn in Fig. 4.

2) Meshimage: We wantto resamplethe geometryof the
target meshsuchthatits topologycorrespondso the topology
of the sourcemesh.In the procesof resamplingyvertex coor
dinatesof the target meshhave to be interpolated Computing
interpolatedvertex coordinate®n the CPUis fairly inef cient.

andits correspondingneshimageare shavn in Fig. 5.

3) Parameterization:In a preprocessingtep,the userhas
labeled correspondingfeature points on the sourceand the
target mesh.We malke use of thesefeature pointsto de ne
a parameterizatiorof the sourcemesh.To this end, in the
cylindrical meshwe triangulatethe featurepoints as well as
the four boundaryvertices of the boundingbox A, B, C
and D, asit is illustratedin Fig. 6. The meshobtainedby
this triangulationis henceforthreferredto asparameterization
mesh

Based on this parameterizatiorof the source mesh, we
resamplethe tamget mesh in the following way: for each
vertex p of the sourcemeshwe determinein which triangle
t = [Im1;Im2;Imz3] of the parameterizationmeshit lies, and
computeits barycentriccoordinates][xy; yp; z] with respect
to t. The correspondingrertex coordinateon the target mesh
is computedoby samplingfrom the taget meshimagel;. The
locationlyertex Of avertex in I thatcorrespondso p evaluates
to

[Iml Im2 |m3 ][ Xb Yb Zp ]T

Im1Xp + Im2Yp + Im3zp

lvertex =

8)

wherel; = [ui;vi]" (i = 1;2;3) are the locations of the

verticesof the parameterizatioririangle in the meshimage,
which are equalto the locationsof the correspondingnarked

featurepointsin the meshimage.Finally, the corresponding
vertex' 3D coordinate[Xvertex ; Yvertex ; Zvertex || IS retrieved

by sampling the r, g, b value at pixel lyerex - IN case
[Xvertex ; Yvertex ; Zvertex |' = 0, the vertex p is consideredo

have no correspondingrertex on the target.



Fig. 3. Thework ow chartof 3D expressionanalogy

Fig. 6. Parameterizatiorf sourcemeshby triangulatingthe marked feature
points and the bounding box verticesA, B, C, and D in the cylindrical
representation.

A; B;C;D are determinedby the bounding box of the
cylindrical coordinatesof the 3D mesh.Sincethe tamget face
is alignedto the sourceone,the barycentriccoordinatesvould
keep constanteven thoughthe target headmotion happened.
Consequentlythe expressionanalogyresult wouldn't be in-
uenced.

4) Topolagy Correction: Also, in order to perform the
deformationtransfer it is necessaryto build the topology
correspondencdetweenthe source and the target meshes,
which lead to the VTC correspondenceaturally for each
vertex. Actually some of the verticesin the source mesh
have not been assignedto a partner vertex in the tamget
mesh.In termsof meshcorrespondencahesenon-matched
source vertices are redundant.In order to make sure that
the topologiesof the sourcemeshand the resampledtarget
mesh are identical, the redundantvertices and the adjacent
trianglesare remaoved from the sourcegeometry An example
of topologycorrectionis shavn in Fig. 7. This processensures
thatthe VTCs for eachvertex of the sourceandthetargethave
beenassigneda correspondence.

VI. 2D FACIAL EXPRESSION ANALOGY

Our generic expressiontransfer method can also be em-
ployedto mapa facial expressionfrom a sourceimageof one
personto a target image of anotherperson.The luminance
(Y in YUV color space)variationsof the pixels re ect the
changesof subtle expressiondetailsin the face [6]. In our
approachthe faceimageis regardedas the 3D surfaceof a
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Fig. 7. By meansof topology correctionbetweensourcemesh (left) and
target mesh (right), the topologiesof the trianglesin the sourcemeshare
reoiganizedand redundantverticesare deleted(middle).

height eld whoseheightvaluesare basedon the luminance
values. The transfer of these subtle expression details is

modeledby the luminancetransformatiorbetweenthe source
neutraland sourceexpressiorfaceimage.This transformation
canbe computedand appliedon the tamget faceto obtainthe

samesubtleexpressiondetailsby our VTC-basedmethod.

Theinputsto our 2D facialanalogyframework aretherefore
a photographof a sourceneutral face, S, a photographof
a sourceexpressve face, S° and a photographof a target
neutral face, T. The output of the methodis an image of
the target face T, in which the target subject mimics the
expressiondepictedin S° To this end, we needto transfer
the changein the sourcefaces shapebetweenS and S° onto
the target face image. However, for 2D expressionanalogy
shapetransferaloneis not sufcient. We also have to make
surethat the differencesin the sourcefaces textural surface
appearancenetweenS and S° are correctly mapped onto
the target faceimage. Thesevariationsin surfaceappearance
acrossdifferentfacial expressionsare mainly causedy local
lighting changesdueto skin deformation,e.qg.in the vicinity
of wrinkles. To producethe correctfaceshapeandthe correct
surfacecolorsin T we combineour VTC-baseddeformation
schemewith a geometricimagewarping approachWhile the
warping methodgenerateshe correctshapeof the target face
in the novel expressionpur VTC-basedleformationschemeas
usedto correctlyreproducdhe changedurfaceappearancdn
contrastto previous methods]Jik e expressiorratio images[6],
our methodcanfaithfully transferfacialexpressiongvenif the
lighting conditionsbetweenthe sourceand the target image
aresigni cantly different.

Before we can apply our VTC-baseddeformationtransfer
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Fig. 8. Exampleresultsof 3D facial expressionanalogy:the expressions
in the sourcefacemodel(the rst andthird row) arerealistically transferred
to the differenttarget facemodel (the secondand fourth row) throughVTC-

basedexpressionanalogy The density of the meshesRow 1 & 3: 23725
vertices,46853triangles;Row 2 & 4: 19142vertices,37551triangles.

approachto map the correctsurface appearanceo the target

image,we needto transformall inputimagesinto 3D meshes.

Moreover, in the 2D casewe are confrontedwith the problem
that the source and the target face are usually showvn in
different poses,and that their respectie sizesin the images
may differ.

Consideringall the aforementionedssues,we suggestthe
following sequenceof stepsto perform 2D facial expression
analogy:

(1). Label the facefeaturepointsin S, S°andT.

(2). Align theimagesS, S°andT basedntheselectedeature
points by rotation, scaleand translation.

(3). Computethe motion vector of the featurepointsbetween
S and S° Performgeometricimage-varping on the image T
by using the motion vectorsof the featurepoints betweenS
and S° aswarping constraints.

(4). TransformS, S® and T into correspondingmage grids,
i.e. 3D triangle meshes,quadranglemeshes,etc. Build the
correspondencbetweenthe sourceandtarmet face3D image
grids.

(5). VTC-basedexpressiormappingis carriedout to compute
the pixels' luminancevaluesin the warpedtarmgetimage.The
nal imageT °is obtainedby corverting the luminancevalues
backto RGB color space.

We would like to point out that step 1 consistsof two
substepsThe rst substepautomaticallylocatesfeaturepoints
by meansof an active appearancemodel based tracking
scheme(AAM). In the secondsubstep,the user optionally
adjuststhe feature points' locationsby a very few manual
interactions.Apart from this, step2, 3, 4, 5 are carried out
automatically

LATEX 2.09 7

Fig. 9. (a) Triangulationof imagepixels. (b) An enlagedregion of aninput
imageandthe correspondingmagegrid (c).

A. 2D Images as Quadmangle Meshes

In order to make the face image data accessibleto our
VTC-baseddeformationscheme we needto transformthem
into a 3D surface. The image can either be transformedinto
a triangle meshor a quadranglemesh.We found the latter
methodto be more convenient, as no explicit triangulation
needdo becarriesout. As opposedo 3D expressiommapping,
we don't intend to use the VTC-baseddeformationtransfer
to model the overall changeof the target faces geometry
Instead,we employ it to accuratelytransferthe changesin
the sourcefaces textural appearancéetweenS and S° onto
thetamgetface.Hence,our facerepresentatiomeedso enable
us to appropriatelyformulate perpixel appearanceariations.
We thusproposethe following methodto transformeachinput
imageinto a 3D image grid: First, the imageis transformed
into YUV color space.Now, as opposedto the triangulation
manipulationin [28], the imagepixels aretreatedasvertices
on a quadranglemesh,asit is illustratedin Fig. 9(a). Based
on this mesh,we assignto eachpixel p(i; j) at image co-
ordinatesi andj a correspondingBD vertex at 3D position
(i; j; i ) whosez coordinateequalsthe correspondingixel's
luminancevaluel;; . Fig. 9(b),(c). shav the imagegrid.

B. Geometriclmage Warping

We employ ageometriamagewarpingtechniqueto transfer
the global changeof the faces shapebetweenthe source
neutralandthe sourceexpressie imageonto the targetimage.
To this end,we triangulatethe locationsof the marked feature
pointsin the taget neutralimageT. The taget neutralimage
is warped[34] by applying the motion of the featurepoints
betweerS andS°to the correspondindeaturepointsin T. We
exploit the texture mappingcapability of the GPU to render
the completewarpedtargetimagevery quickly.

C. Correspondencé&inding

The geometricwarping appliesthe coarsechangesin the
sourcefaces shapebetweenS and S° onto the target neutral



face. However, the warped tamget face does not yet look
convincing since,sofar, thechangesn surfacetexture have not
beenconsideredWe make useof our VTC-baseddeformation
transfer approachto compute the correct pixel values of
the facein TC To this end, we needto establishperpixel
correspondencdsetweenthe sourceneutralandthe (aligned)
targetneutralfaceimage.This is the sameasestablishingper
vertex correspondencebetweenthe respectie image grids.
We thusresamplehe sourceimagegrid suchthatits topology
becomeghe sameasthe oneof thetargetimagegrid. In other
words, for eachpixel in targetimage,i.e. eachvertex in the
targetimagegrid, we nd thecorrespondingixel in thesource
image,i.e. the correspondingertex in the sourceimagegrid.

D. Appeannce Transfer

With thesedensecorrespondencdsetweensourceand tar
get at hand,we can computethe pixel valuesin T° This is
straightforvardly achiezed by formulating (4) in termsof the
luminancecomponentsof all the involved image grids, and
solving for the luminancevaluesof deformedtarget image.
The nal color of the target expressie imageis obtainedby
transformingthe Y UV colorsbackinto RGB space.

In comparisorto the algorithm proposedn [6] our method
hasa coupleof intriguing advantagesFirst, we do not needto
apply anadaptve Gaussianlter to correctartifactscausedyy
imageregistrationerrors.The pixel valuesin T arecomputed
globally and thus local misregistrationshave a much smaller
in uence on the overall visual quality. Moreover, becausehe
warping on the target imageis carried out in adwance, it is
unnecessaryo re-computethe i andj componentsof the
vertices(i; j; lij ) of the target image repeatedly The linear
systemonly needsto be solved in the luminancecomponent
li; of theimagegrid.

In our implementation the positionsof the featurepoints
closeto the facecontourare adjusteda bit to lie on the inside
of the edge.This way, we can avoid that the contourof the
sourcefaceis mappedonto the target faceby mistale.

VIl. RESULTS AND DISCUSSION

Our VTC-basedexpressionanalogymethodproducescom-
pelling results on both 2D and 3D data. To validate our
approachwe comparedit to well-known related techniques
from the literature, namely ExpressionCloning [14] and
deformationtransfer[15] in the 3D case,and expressiorratio
images(ERI) [6] in the 2D case.

Our testinput datafor 3D facial expressionanalogycom-
priseof a sequencef 300 framesthatshavs the dynamicface
geometryof a performinghumanactor The datawere kindly
providedto us by the authorsof [9] who capturedthe footage
with their real-timefacescannerWe implementedexpression
cloning, deformationtransferand our VTC-basedmethodto
transferthis expressiorsequencentothreefacescanof other
testpersonsilt is ourintentto clearlyshov thegeometricdetail
in the 3D targetanimationslin particularin orderto make the
subtledeformationin theresultsbettervisible, we shav our 3D
resultswithout textures.In principle, however, the application
of a texture would be straightforvard. A comparisonof the
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obtainedresultsis shavn in Fig. 10. As previously mentioned,
basic facial expressioncloning leadsto unwanted geometry
artifactsonthetargetface,e.g.closeto thecheekslin contrary
mesh-basedleformationtransfer [15] and our VTC-based
methodleadto visually more pleasingresults.To evaluatethe
guality of the resultsobtainedby the latter two methodswe

mappedthe expressionto the sourceneutral face itself and
calculatethe pervertex error (detailederror calculationsare
includedin appendix).Due to different3D surface encoding
stratgly and deformationtransfer algorithm, even mapping
the expressionto itself, there are still different error values
betweendifferentapproachesin Fig. 11, we utilize different
colorsto representifferenterror quantitylevels. The depicted
errorsarein therangeof < 0:1% (green),[0:1%; 0:5%) (blue)
and [0:5%; 2:0%) (red). One can see that our VTC-based
methodleadsto a high reconstructioraccurag in thoseparts
of thefacethatcarry mostof the expressve detail, suchasthe
vicinity of the eyesandthe mouth. Furthermorejn Fig. 8 we

shav that VTC-basedexpressionanalogycorvincingly maps
source expressionsto target subjectswith widely different
physiognomies.We would like to point out that during the
expressionanalogy the feature points enforcethe structural
coherencebetweenthe neutralface and the expressionface.
If the feature points correspondingto the cheek-bonesare
not locatedprecisely the cheek-bonesire not presered very

well. Therefore, care has to be taken in generalthat the
featurepoints are locatedappropriately In the accompanping

video!, we shav two completeanimationsequencesreated
with our approachthat demonstrateahe very naturallook of

the animatedfaces.

In Fig. 12, several resultsare shavn that we obtainedwith
our 2D facial expressionanalogy algorithm. They illustrate
that we can corvincingly transferfacial expressionshetween
photographsof people with different gender and different
physiognomiesNote that our image-basedxpressiortransfer
algorithmnicely reproduce®ven subtleappearanceetailson
thetargetexpressie images suchaswrinkleson theforehead,
that do not occurin the target neutralimages.Moreover, we
canmake animageblink at you (secondrow in Fig. 12). We
also shav examplesfor 2D expressioncloning, in which an
expressionis mappedin which the personopensthe mouth
(Fig. 13). Although the shapeof the mouth and the wrinkles
in the faceare faithfully reproducedn the resultimages,the
teetharenot. However, we don't considetrthis to be a principal
limitation of our methodas ary image-basednethodsufers
from it andit would be straightforvard to apply a 2D teeth
templateto handlesucha situation.We left this asa topic of
future work, asthis is not a coreissueof our approach.

For validation,we comparedur methodto expressiorratio
images(ERI) in Fig. 14. In the ERI results,appearancédetails
in the target expressie facesare sometimeslurred which is
dueto registrationerrorsbetweenthe input images.Sinceour
VTC-basedmethodsolvesfor the target pixel valuesglobally,
this problemis hardly noticeablein our results.In Fig. 15,

1Accompanying video is compressedby 3ivx D4 4.5.1 codec and
it can be played normally with Quicktime player 6.x (free). In case
it can NOT be played, please download the codec software from
http://www 3ivx.com/davnload/
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Fig. 10. Comparisonof two 3D facial analogyapproachesSourcemeshes
(top row), resultsobtainedwith basic expressioncloning(2ndrow), results
obtainedwith deformationtransfer(3rd row), and resultsobtainedwith our
VTC-based3D expressionanalogyalgorithm.Row 1: 23725vertices, 46853
triangles;Row 2-4: 16981 vertices,33226triangles.

Fig. 11. Error characteristicand distribution: Deformationtransferbased
method(left) andVTC-basedmethod(right). Differentcolor representiffer-
ent error quantity level: low (Green),middle (Blue) and high (Red)

we mappedthe sourceexpressionback to the sourceneutral
image using both ERI and our algorithmin order to assess
their respectie robustness.In the ideal case,the resulting
imageexactly matcheghe sourceexpressie image.While the
result producedby our algorithm closely matchesthe source
expressie image, Fig. 15(a), the ERI result exhibits clearly
noticeableartifacts,e.g. closeto the eyebrav. We'd alsolike
to point out that our methodfaithfully transfersexpressions
evenif thelighting conditionsin the sourceandtargetimages
aredifferent.In the accompanping videowe shav a few more
image-basedesults,and also demonstratéhat we can make
animagemimic a completeinput video sequencef an actor

We have measuredhe averageCPUtimesof our 3D and2D
approachesn a PentiumlV 3.0 GHz with 512 MB of mem-
ory. Pleasenote that for computationalef ciency we always
performa LU decompositionn a preprocessingtepandonly
measurethe time neededto evaluate the right-hand side of
our equationsystemsand performback-substitutionwith our

LATEX 2.09 9

Fig. 12. VTC-basedD expressioranalogy:The left imagepairin eachrow

of facesshaws a sourceneutralimage(l) and a sourceexpressie image(r).

Theright imagepair in eachrow shavs a tamget neutralimage(l) of another
personthat we made corvincingly mimic (r) the expressionof the source
subjectin the samerow.

Fig. 13. Resultsof VTC-based2D expressionanalogywhenthe personin
the tamget expressionimage opensthe mouth. Our method cannotcorrectly
reproducethe appearanceof the teeth but it would be straightforvard to
implanta 2D teethtemplateto handlethis situation.

3D modelscomprisingof roughly 19,000verticesand 37,500
triangles it takes around 1.1 s to transfer one expression.
Moreover, our correspondenceding methodonly takes1.5s
which is signi cantly fasterthan the hour magnitudeneeded
by the correspondencending of deformation transfer on
the samedataset. In the 2D case,our methodtransfersan
expressiorbetweernimagesof 311£ 419pixelsin aroundl.3s
while ERI takes 6.3 s on the sameinput data.

To summarizepur genericfacialanalogyapproactprovides
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Fig. 14. Comparisonof two 2D facial analogymethods:In eachrow the
sourceexpression(left column)is mappedntoanimageof anothempersonby
meanf expressiorratioimages(ERI) (middlecolumn), aswell asby means
of our VTC-basedapproachright column).While our methodreproducesace
details sharperthan that of ERI results,which are blurred in someregions,
e.g.aroundthe cheekin the third row.

Fig. 15. Rohlustnesscheck: When mapping the source expressionback
onto the sourceneutralimage, the original sourceexpressie image should
be reproducedas good as possible.However, the resultsobtainedwith ERI
exhibit clearly visible artifacts,e.g. closeto the eyebrav (a). Our method,in
contrastreproduceshis imageregion very accuratelywhich demonstrategs
higherrobustnesgb).

animationprofessionalavith a powerful tool to animateboth
2D and 3D imagesfrom exampleexpressions.

VI1ll. CONCLUSION AND FUTURE WORK

We have presente novel genericfacial expressioranalogy
techniquelt enableausto corvincingly transferfacial expres-
sions between3D face models,as well as between2D face
images.In both the 3D andthe 2D casesour animatedfaces
look very naturaland correctly mimic even subtle expression
detailsin the sourcefaces Moreover, our methodis fasterthan
mostrelatedmethodsfrom the literatureandalsooutperforms
themin termsof the achieved visual quality.

In future, we plan to explore if we can further reducethe
computationtime by combiningour methodwith a machine
learningapproachWe would like to improve the computing
efciency by capitalizing on conceptspresentedin  [26].
Furthermorewe intendto work on anfully automaticscheme
to detectfacial featureson both imagesand 3D mesheanore
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precisely It seemsalso promising to apply our framewnork
to moregeneralimagetransformatioroperationsfor instance
body pose analogy or more complex image warping opera-
tions.
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APPENDIX

To calculatethe pervertex error, we regard the motion
vector of eachvertex betweenthe sourceneutraland source
expressie facesas ground truth. We map the expressionto
the sourceneutral face itself and then evaluatethe error by
the following formula:

—L2(Vrei Vin) . 1
Co(Vsei Vsn) |

— La(Vrei Vsn) . 1~
L2(Vsei Vsn)

WhereVsy ,Vse ,Vrn Ve representhe coordinatef any
vertex in sourceneutral,sourceexpressve, target neutraland
tamget expressve facerespectiely. Here Vry = Vs for the
sourceneutral model is just the target neutral model. L ,(¢)
representshe Euclideandistance.
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