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Abstract. In our previous work [21], we have shown that by means
of a model-based approach, relightable free-viewpoint videos of human
actors can be reconstructed from only a handful of multi-view video
streams recorded under calibrated illumination. To achieve this purp ose,
we employ a marker-free motion capture approach to measuredynamic
human scenegeometry. Re
ectance samples for each surface point are
captured by exploiting the fact that, due to the person's motion, each
surface location is, over time, exposed to the acquisition sensorsunder
varying orientations. Although this is the �rst setup of its kind to mea-
sure surface re
ectance from footage of arbitrary human performances,
our approach may lead to a biased sampling of surface re
ectance since
each surface point is only seen under a limited number of half-vector
directions. We thus proposein this paper a novel algorithm that reduces
the bias in BRDF estimates of a single surface point by cleverly taking
into account re
ectance samples from other surface locations made of
similar material. We demonstrate the improvements achieved with this
spatio-temporal re
ectance sharing approach both visually and quanti-
tativ ely.

1 In tro duction

The capturing of relightable dynamic scenedescriptions of real-world events re-
quires the proper solution to many di�eren t inverseproblems.First, the dynamic
shape and motion of the objects in the scenehave to be captured from multi-
view video. Second,the dynamic re
ectance properties of the visible surfaces
needto be estimated. Due to the inherent computational complexity, it has not
beenpossibleyet to solve all theseproblems for generalscenes.However, in pre-
vious work [21] we have demonstrated that the commitment to an adaptable a
priori shape model enablesus to reconstruct relightable 3D videosof onespeci�c
type of scene,namely of human actors. By meansof a marker-free optical mo-
tion capture algorithm, it becomespossibleto measureboth the shape and the
motion of a person from multiple synchronized video streams [2]. If the video
footagehas, in addition, beencaptured under calibrated lighting conditions, the
video framesshowing the moving personnot only represent texture samples,but
actually re
ectance samples.Sincea description of time-varying scenegeometry
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is at our disposition, we know under what di�eren t incoming light and outgo-
ing viewing directions each point on the body surface is seenwhile the person
is moving. It thus becomesfeasible to �t to each point on the body surface a
static parametric BRDF to describe the material properties, and a time-varying
normal to describe the dynamic change in surfacegeometry. Although we have
shown in our previous work that it is feasible to reconstruct dynamic surface
re
ectance properties using only eight camerasand a static set of light sources,
this type of sensorarrangement leads to a biased sampling of the re
ectance
space.Due to the �xed relative arrangement of lights and cameras,each surface
point is only seenunder a limited number of half-vector directions. Furthermore,
even if an actor performs very expressive motion, surface points will never be
seenunder all possible relative orientations to the cameras.This bias in the
re
ectance data leads to a bias in the measuredre
ectance models which may
lead to an unnatural appearanceif the 3D videos are rendered under virtual
lighting conditions that are starkly di�eren t from the measurement setup. We
thus proposespatio-temporal re
ectance sharing, a method to cleverly combine
dynamic re
ectance samplesfrom di�eren t surfacepoints of similar material dur-
ing BRDF estimation of one speci�c surfacepoint. The guiding idea behind the
approach is to exploit spatial coherenceon the surfaceto obtain more samples
for each texel while not compromising the estimation of spatially-varying details
in surfaceappearance.Temporal coherenceis also exploited, since samplesare
collected by combining measurements from subsequent time steps.

We continue with a review of the most relevant related work in Sect. 2. The
acquisition setup, the model-basedmotion estimation approach, as well as the
basic principles of dynamic re
ectance estimation are described in Sect. 3. In
Sect. 4, we describe the nuts and bolts of our proposed dynamic re
ectance
sharing approach and show how it �ts into the original pipeline. Finally, in
Sect.5 we demonstrateboth visually and quantitativ ely that our novel sampling
strategy leads to improved results. We conclude in Sect. 6 and give an outlook
to possiblefuture work.

2 Related Work

There is a huge body of literature on the estimation of re
ectance properties
of static scenesfrom imagesthat are captured under calibrated setups of light
source and camera. Typically, parameters of a BRDF model are �tted to the
data [18,11] or appearanceunder novel lighting conditions is created via inter-
polation betweenthe imagesthemselves [15]. A combination of re
ectance esti-
mation and shape-from-shadingto re�ne the geometryof static scenesis alsofea-
sible [25,17,1,4,5]. In an independent line of research, many methods to capture
and render 3D videos of real-world sceneshave beendeveloped in recent years.
A popular categoryof algorithms employs the shape-from-silhouetteprinciple to
reconstruct dynamic scenegeometry by meansof voxels, polyhedrals or point
primitiv es [14,24,13,6,12]. By �nding temporal correspondencesbetween per-
time-step reconstructions, it becomesfeasible to generatenovel animations as
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well [19]. Another category of approachesreconstructs dynamic scenegeometry
by meansof multi-view stereo [27,9,22]. In any case,time-varying textures for
rendering are assembled from the input video streams. In contrast, the authors
in their previous work have proposeda model-basedapproach to free-viewpoint
video of human actors that jointly employs a marker-freemotion capture method
and a dynamic multi-view texture generation approach to produce novel view-
point renditions [2,20]. Unfortunately, none of the aforementioned methods can
correctly reproduce 3D video appearanceunder novel simulated lighting condi-
tions.

Only few papershave beenpublished sofar that aim at relighting of dynamic
scenes.In [8], a method to generateanimatable and relightable facemodels from
imagestaken with a special light stageis described. Wengeret al. [23] extend the
light stage device such that it enablescapturing of dynamic re
ectance �elds.
Their results are impressive, however it is not possibleto changethe viewpoint
in the scene.Einarssonet. al. [3] extends it further by using a large light stage,
a trade-mill where the person walks on, and light �eld rendering for display.
Eventually , human performancescan be rendered from novel perspectives and
relit. Unfortunately the method can only present singleperiodic motion, such as
walking, and is only suitable for low frequency relighting.

In contrast, the authors have proposed a model-based method for recon-
structing relightable free-viewpoint videos that extendsmeasurement principles
for static parametric re
ectance modelsto dynamic scenes[21]. For our 3D video
scenario,weprefer a compactscenedescription basedon parametric BRDFs that
can be reconstructed in a fairly simple acquisition facilit y. This paper proposes
a novel solution to one important subproblem in the overall process,namely the
clever sampling of surfacere
ectance in order to minimize the bias in the esti-
mated BRDFs. This work has been inspired by the re
ectance sharing method
of Zickler et al. to reconstruct appearanceof static scenes [26]. By regarding
re
ectance estimation asa scatteredinterpolation problem, they can exploit spa-
tial coherenceto obtain more reliable surfaceestimate. Our algorithm exploits
both spatial and temporal coherenceto reliably estimate dynamic re
ectance.
However, since a full-blown scattered data interpolation would be illusive with
our huge sets of samples,we proposea faster heuristic approach to re
ectance
sharing.

3 Religh table Free-viewp oin t Video of Human Actors -
Preliminaries

The algorithm presented in this paper is a methodical improvement of one im-
portant step within a larger framework to reconstruct and render relightable
free-viewpoint videos of human actors [21]. Although the algorithmic details of
this framework, as a whole, are not the subject of this paper, for better under-
standing in the following we brie
y elaborate on the acquisition setup used, as
well as the employed model-basedmarker-lessmotion capture algorithm. There-
after, we describe the basicprinciples of dynamic re
ectometry that wasusedin
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(a) (b) (c)

Fig. 1. (a) Input frame, (b) body model in samepose,and (c) silhouette matching.

the original pipeline in order to motivate where the novel algorithm described
in Sect. 4 comesinto play.

3.1 Acquisition

Inputs to our method aresynchronizedmulti-view video sequencescaptured with
eight calibrated camerasthat feature 1004x1004pixel image sensorsand record
at 25 fps. The camerasare placed in an approximately circular arrangement
around the center of the scenewhich is illuminated by two calibrated spot lights.
Sincewe conceptually separatethe BRDF estimation from the estimation of the
dynamic normal maps, we record two types of multi-view video sequencefor
each personand each type of apparel. In the �rst type of sequence,the so-called
re
ectance estimation sequence(RES), the person performs a simple rotation
if front of the acquisition setup. One RES is recorded for each actor and each
type of apparel, and it is later usedto reconstruct the per-texel BRDF models.
In the secondtype of sequence,the so-called dynamic scenesequence(DSS),
the actor performs arbitrary movements. Several DSS are recorded, and from
each of them, onerelightable free-viewpoint video clip is reconstructed.Also the
secondcomponent of our dynamic re
ectance model, the dynamic normal maps,
are reconstructed from each DSS.

3.2 Reconstructing Dynamic Human Shap e and Motion

We employ an analysis-through-synthesis approach to capture both shape and
motion of the actor from multi-view video footage without having to resort to
optical markers in the scene.It employs a template human body model consist-
ing of a kinematic skeleton and a single-skin triangle meshsurfacegeometry [2,
20]. In an initialization step, the shape and proportions of the template are
matched to the recordedsilhouettes of the actor. After shape initialization, the
model is made to follow the motion of the actor over time by inferring optimal
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Fig. 2. Steps to estimate per-texel BRDFs.

poseparametersat each time step of video using the samesilhouette matching
principle, Fig. 1. We apply this dynamic shape reconstruction framework to ev-
ery time step of each captured sequence,i.e. both RES and DSS. This way, we
know for each time step of video the orientation of each surfacepoint with re-
spect to the acquisition setupwhich is a precondition for the subsequent dynamic
re
ectometry procedure.

3.3 Dynamic Re
ectometry

Our dynamic re
ectance model consistsof two components, a static parametric
isotropic BRDF for each surfacepoint [16,10],aswell asa description of the time-
varying direction of the normal at each surfacelocation. The �rst component of
the re
ectance model is reconstructed from the video frames of the re
ectance
estimation sequence,the secondcomponent is reconstructed from each dynamic
scenesequence.We formulate BRDF reconstruction as an energy minimization
problem in the BRDF parameters [21]. This minimization problem has to be
solved for each surfacepoint separately.

The energy functional measuresthe error between the recorded re
ectance
samplesof the point under consideration and the predicted surfaceappearance
according to the current BRDF parameters. Given estimates of the BRDF pa-
rameters, we can also re�ne our knowledge about surfacegeometry by keeping
the re
ectance parameters�xed and minimizing the samefunctional in the nor-
mal direction, Fig 2. Once the BRDF parametershave beenrecovered from the
RES, a similar minimization procedure is used to reconstruct the time-varying
normal �eld from each DSS.

Before estimation commences,the surface model is parameterized over the
plane and all video frames are transformed into textures. The estimation pro-
cessis complicated by the fact that our shape model is only an approximation.
Furthermore, potential shifting of the apparel over the body surface while the
person is moving contradicts our assumption that we can statically assignma-
terial properties to individual surface points. We counter the �rst problem by
meansof an image-basedwarp correction step, and solve the latter problem by
detecting and compensating textile shift in the texture domain. For details on
each of thesesteps,pleaserefer to [21].

In the original pipeline, as it was summarized above, we have estimated
BRDF parameters for each surfacepoint by taking only re
ectance samplesof
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Fig. 3. Weighted selection of samples.Samples from the similar patches are added to
the samples from the original texel. Additional samples are selected according to a
weighting criteria that is basedon their maximum angular di�erence from the samples
of original texel.

this particular point itself into account [21]. In the following, we present a novel
spatio-temporal sampling schemethat reducesthe risks of a bias in the BRDF
estimates by also taking into account dynamic re
ectance samplesfrom other
surfacepoints with similar material properties.

4 Spatio-temp oral Re
ectance Sharing

By looking at its appearancefrom each cameraview over time, we can generate
for each surface point, or equivalently , for each texel x a set of N appearance
samples

Dyx( x ) = f Si j Si = (I i ; l̂ i ; v̂i ); i 2 f 1; : : : ; N gg (1)

Each sampleSi storesa tuple of data comprising of the captured imageintensity
I i (from oneof the cameras),the direction to the light sourcel̂ i , and the viewing
direction v̂i . Pleasenote that only if a point hasbeenilluminated by exactly one
light source,a sample is generated.If a point is totally in shadow, illuminated
by two light sources,or not seenfrom the camera, no sample is created. Our
acquisition setup comprising of only 8 camerasand 2 light sourcesis comparably
simple and inexpensive. However, the �xed relative arrangement of camerasand
light sourcesmay induce a bias in Dyx( x ). There are two primary reasonsfor
this:

{ Due to the �xed relative arrangement of camerasand light sources,each
surface point is only seenunder a �xed number of half vector directions
ĥ = l̂ + v̂.
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Fig. 4. Texture-spacelayout of surfacepatches.Patchesof samematerial are clustered
according to the average normal direction. For this illustration, patches of the same
material are colored in the same overall tone (e.g. blue for the shirt) but di�eren t
intensities.

{ Even if the personperformsa very expressive motion in the RES, sampleslie
on \slices" of the hemisphericalspaceof possibleincoming light and outgoing
viewing directions.

Both of thesefactors possibly lead to BRDF estimates that may not generalize
well to lighting conditions that are very di�eren t to the acquisition setup.

By meansof a novel spatio-temporal samplingstrategy, calledspatio-temporal
re
ectance sharing, we can reducethe bias, Fig. 3. The guiding idea behind this
novel schemeis to usemore than the samplesDyx( x ) that have beenmeasured
for the point x itself while the BRDF parametersfor the point x are estimated.
The additional samples,combined in a set Dyxcompl(x ), stem from other loca-
tions on the surfacethat are madeof similar material. Theseadditional samples
have potentially beenseenunder di�eren t lighting and viewing directions than
the samplesfrom Dyx( x ) and can thus expand the sampling range. It is the
main challenge to incorporate these samplesinto the re
ectance estimation at
x in a way that augments the generality of the measuredBRDFs but doesnot
compromisethe abilit y to capture spatial variation in surfaceappearance.

By explaining each step that is taken to draw samplesfor a particular surface
point x , we illustrate how we attack this challenge:

In a �rst step, the surface is clustered into patches of similar averagenor-
mal directions and samematerial, Fig. 4. Materials are clustered by meansof
a simple k-means clustering using average di�use colors [21]. The normal di-
rection n̂ of x de�nes the referencenormal direction, Fig. 3a. Now, a list L of
patchesconsisting of the samematerial as x is generated.L is sorted according
to increasingangular deviation of averagepatch normal direction and reference
normal direction, Fig. 3b. Now, np many patches P0; :::; Pn p are drawn from L
by choosing every l th list element. From each patch, a texel is selectedat ran-
dom, resulting in a set of texels, T = x P0 ; :::; x Pn p

. The set of texels T has been
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selectedin a way that maximizes the number of di�eren t surface orientations.
From the re
ectance samplesassociated with texels in T, we now select a sub-
set Dyxcompl(x ) that maximizes the coverageof the 4D hemisphericalspaceof
light and view directions. In order to decidewhich samplesfrom T are potential
candidatesfor this set, we employ the following selectionmechanism.

A weighting function � (S1; S2) is applied that measuresthe di�erence of two
samplesS1 = (l̂1; v̂1) and S2 = (l̂2; v̂2) in the 4D samplespaceas follows:

� (S1; S2) = � (l̂1; l̂2) + � (v̂1; v̂2) (2)

where � denotes the angular di�erence between two vectors. We employ � to
select for each sample Sr in T its closest sample Sclosest in Dyx( x ), i.e. the
sample for which ! Sr = � (Sr ; Sclosest) is minimal, Fig. 3d. Each sample Sr is
now weighted by ! Sr . Only the d� N e samplesfrom T with the highest weights
eventually �nd their way into Dyxcompl(x ), Fig. 3e. The BRDF parameters
for x are estimated by taking all of the samplesfrom Dyx( x )

S
Dyxcompl(x )

into account, Fig. 3f. Through experiments we have found out that a value
of � = 0:66 represents a good compromisebetween estimation robustnessand
increasein computation time.

5 Results

We have tested our spatio-temporal re
ectance sharing method on several input
sequences.The sequencesof 150-300frames cover two di�eren t human subjects
with di�eren t typesof apparel. The method integratesseamlesslyin the original
pipeline and no modi�cations of any kind are required for the rendering system.
We have veri�ed both visually and quantitativ ely that our novel re
ectance sam-
pling method leadsto BRDF estimation that generalizesbetter to lighting condi-
tions di�eren t from the acquisition setup. Fig. 5 shows a side-by-sidecomparison
betweenthe results obtained with and without spatio-temporal re
ectance shar-
ing. Both human subjects are renderedunder real world illumination using HDR
environment maps.Importance sampling is usedto obtain direction light sources
that approximate the lighting from the static environment map [7]. Relightable
free-viewpoint videos can be rendered from arbitrary viewpoints and under ar-
bitrary lighting conditions at 6 fps if 16 approximating lights are employed. One
can seethat with the exploitation of spatial coherence,more surface detail is
preserved under those lighting conditions which are strongly di�eren t from ac-
quisition setup. A small comparisonvideo demonstrating only the relighting can
be seenhere: http://www.mpi-inf.mpg.de/ � nahmed/Mirage2007.avi.

In addition to visual comparison,we also validated the method by compar-
ing the averagepeak-signal-to-noise-ratiowith respect to input video stream ob-
tained under di�eren t lighting conditions. We have recordedoneof our male test
subjects under two di�eren t calibrated lighting setups,henceforth termed LC A
and LC B. In each of the lighting setups,just onespot light has beenemployed.
The positions of the light sourcesin LC A and LC B are (angularly) approxi-
mately 45� apart with respect to the center of the scene.We reconstructed the
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(a) (b)

(c) (d)

Fig. 5. Comparison of renditions under captured real-world illumination such as the
St Peter's Basilica environment map (a),(b) and the Grace Cathedral environment
(c),(d) provided by Paul Debevec. One can seethat compared to renditions obtained
without spatio-temporal re
ectance sharing ((a) (c)), subtle surface details are much
better reproduced in the renditions obtained with spatio-temporal re
ectance sharing
((b) (d)).

BRDF of the test subject under lighting setup LC B with and without our new
re
ectance sampling. Subsequently , we calculated the PSNR with the ground
truth imagesof the personilluminated under setup LC A. Using our novel sam-
pling method, we have estimated surfacere
ectance using di�eren t percentages
of additional samples.For each case,we computed the PSNR with respect to the
ground truth. Fig. 6 shows the results that we obtained. Note that the graph of
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Fig. 6. PSNR values with respect to ground truth for di�eren t numbers of additional
samplesDyx compl(x ).

the original method (green line) is constant over the increasingnumber of sam-
ples just for the illustration purposebecauseit only considersthe samplesfrom
a single texel. With spatio-temporal re
ectance sharing (red line) both results
are exactly the samein the beginning as no additional samplesare considered,
but it can be seenthat the PSNR improvesas additional samplesare taken into
account. We get a peak at around 30%-40%of additional samples.With the
inclusion of more samplesthe PSNR gradually decreasesas the ever increasing
number of additional samplescompromisesthe estimation of the re
ectance's
spatial variance. At maximum, we obtain a PSNR improvement of 0.75 dB. Al-
though we have performed the PSNR evaluation only for one sequence,we are
con�dent that for others it will exhibit similar results. This assumptionis further
supported by the more compelling visual appearanceobtained for all the other
test data that we have used.

Our approach is subject to a couple of limitations. We currently neglect in-
terre
ections on the body. In the RES, they potentially play a role betweenthe
wrinkles in clothing. For re
ectance sharing, samplesfrom the wrinkles can lead
to erroneousestimation. To prevent this e�ect from degrading the estimation
accuracy, we have taken care to minimize the number of wrinkles in the RES.
Sometimes,we observe small rendering artefacts due to undersampling (e.g. on
the underneath of the arms). However, we have veri�ed that the application of
a RES sequenceshowing several rotation motions with di�eren t body postures
almost completely solves this problem. If even in this extended RES a pixel is
never seenby any of the cameras,we �ll in re
ectance properties from neigh-
boring regions in texture space.
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Despite the limitations, our results show that spatio-temporal re
ectance
sharing enable faithful estimation of dynamic re
ectance models with only a
handful of cameras.

6 Conclusions

We have presented a spatio-temporal re
ectance sharing method that reduces
the bias in BRDF estimation for dynamic scenes.Our algorithm exploits spa-
tial coherenceby pooling samplesof di�eren t surface location to robustify re-

ectance estimation. In addition, it exploits temporal coherenceby taking into
considerationsamplesfrom di�eren t stepsof video. Despite the spatial-temporal
resampling, our algorithm is capable of reliably capturing spatially-varying re-

ectance properties. By meansof spatio-temporal re
ectance sharing, we obtain
convincing 3D video renditions in real-time even under lighting conditions which
di�er strongly from the acquisition setup.
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